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The present research examines a structural model of violent crime in Portland, Oregon, explor-
ing spatial patterns of both crime and its covariates. Using standard structural measures drawn
from an opportunity framework, the study provides results from a global ordinary least squares
model, assumed to fit for all locations within the study area. Geographically weighted regression
(GWR) is then introduced as an alternative to such traditional approaches to modeling crime. The
GWR procedure estimates a local model, producing a set of mappable parameter estimates and
t-values of significance that vary over space. Several structural measures are found to have rela-
tionships with crime that vary significantly with location. Results indicate that a mixed model—
with both spatially varying and fixed parameters—may provide the most accurate model of
crime. The present study demonstrates the utility of GWR for exploring local processes that drive
crime levels and examining misspecification of a global model of urban violence.

Keywords: geographically weighted regression; crime; Portland, Oregon

Ecological studies of crime have long demonstrated the tendency of criminal events to
cluster in space. The search for ecological covariates of crime has been aided in recent

decades by the development of multivariate statistical techniques and guided by ecological
theories, especially social disorganization and routine activities theories. Led by Land,
McCall, and Cohen’s (1990) study of homicide covariates, many ecological studies are driven
by the search for structural covariates of crime that are “invariant” over space and time. The
approach, however, fails to recognize the possibility of important local differences between
predictor variables and crime levels, assuming processes between the two operate identi-
cally over space (i.e., assuming the processes are stationary). Criminological researchers
have, in the past decade, begun to recognize the importance of considering the nonstation-
arity of spatial processes and turned more attention to local studies of crime.

Both substantively and empirically, an exploration of the spatial patterns of crime in any
study is warranted. A theoretical argument can be made that causal processes driving crime
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activity may vary over space; that is, predictor variables may operate differently in differ-
ent locations, even within an urban area (Baller, Anselin, Messner, Deane, & Hawkins,
2001; Fotheringham, Charlton, & Brunsdon, 2001). This may be especially relevant in policy
studies, where there is growing recognition that understanding the context of crime—the
where and when of criminal events—is key to understanding how crime can be controlled
and prevented. Crime studies that highlight local variations—local contexts of crime—will
likely have more relevance to real-world policy applications. Empirically, if these varia-
tions in causal processes do exist and are not accounted for, the statistical model will be
inaccurate (Baller et al., 2001).

Finally, exploring spatial data in ecological studies of crime can be useful even if the exis-
tence of local processes is not theoretically supported. Recognizing that localized trends in
spatial data can affect the accuracy of a global model by reducing its explanatory power in
some areas provides an impetus for exploration of the spatial patterns. Assuming a global
model does exist, an exploration of spatial patterns in the data can help determine whether a
global model is misspecified—whether the model is missing important predictor variables or
if a spatial term should be included in the model—which would improve the accuracy of the
global model in explaining crime levels across the study area. The present study examines
covariates of violent crime in Portland, Oregon. In doing so, this study is not unique; exam-
ples of this type of research abound in the literature (e.g., Ackerman, 1998; Cahill &
Mulligan, 2003; Harries, 1995; Messner & Tardiff, 1985; Sampson & Groves, 1989). Instead,
the present study emphasizes the possible spatial variation in crime measures and their covari-
ates by presenting a local analysis of crime using geographically weighted regression (GWR)
and comparing the results to a global ordinary least squares (OLS) model. The GWR method
estimates parameters for all sample points in the data set, taking into account the nonstation-
arity of relationships. The results demonstrate the utility of such an analysis for exploring
local processes that drive crime levels and examining misspecification of a global model of
urban violence. Before discussing both the global OLS model and the GWR results, however,
a brief review of the theoretical perspectives employed is presented.

Crime and Communities Perspective

Ecological research is founded on the idea that understanding the characteristics of
places—including physical and social measures—that affect the number of targets and
offenders in an area is necessary to an understanding of the causes of crime. Theoretically,
studies of this nature have been informed by two somewhat different perspectives: (a) social
control-disorganization theory and (b) routine activities theory. Although the two schools
of thought are closely related, an important distinction can be made. Social control-disor-
ganization theory focuses on the ability (or lack thereof) of residents of some geographic
unit (e.g., a neighborhood) to come together to achieve a common goal, such as reducing
predatory crime (Sampson, 1997, 1999). Alternatively, routine activities theory focuses on
the presence of opportunities for crime in an area, as shaped by residents’ daily activities
and determined by the spatial and temporal intersection of three key elements: suitable tar-
gets, motivated offenders, and the lack of any capable guardians (Cohen & Felson, 1979;
Miethe & Meier, 1994). Wilcox, Land, and Hunt (2003) integrate the two theories into a
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“multicontextual opportunity theory” that recognizes the context of crime as essential to an
understanding of crime patterns.

The opportunity framework considers both individual and structural influences on crim-
inal opportunity. Social structures affect criminal opportunity by influencing the routine
activities of residents and visitors and by affecting the sociodemographic makeup of places,
such as income and education levels, family stability, employment patterns, and age and
demographic structures. The structural characteristics and routine activity patterns of indi-
viduals and areas in turn influence the crime profile of a place, which can vary over time
with changes in structure and activity.

Taking a classical stance on motivation, Wilcox et al. (2003) assume all individuals in a
bounded locale (place) to be motivated offenders. Thus, at the individual level, exposure
and proximity to other individuals in a particular place is assumed to increase risk of indi-
vidual victimization. At the environmental level, exposure to the motivated offender popu-
lation is a function of population density (i.e., the higher the population density, the higher
one’s exposure to motivated offenders). The authors also distinguish between those moti-
vated offenders who reside in an area (“resident motivated offender”) and those who come
to the area for other reasons (e.g., work, school, shopping, recreation; “ephemeral moti-
vated offenders”). These populations can be thought of as functions of land use in the area.
Furthermore, under this conceptualization, targets can be objects or individuals. Capable
guardians are also individuals, but guardianship is affected not only by the simple number
of people in a place but also by the ability of the population in that place to effect social
control and prevent crime. In particular, disadvantage can decrease the level of social con-
trol operating in an area by restricting the ability of residents to mobilize resources. The
mobilization of resources plays an important role in the exertion of social control and the
ability of residents to organize to address problems, including violence.

In light of the GWR application in the present study, only the environmental contexts of
crime in Portland will be considered. Thus, although not providing a complete test of the-
ory, this study will nonetheless contribute to an understanding of ecological aspects of
criminal events. The main postulates of the theory are operationalized into several struc-
tural measures, discussed below.

Crime Data and Structural Measures

Violent crime data (including homicide, sexual assault, robbery, and aggravated assault)
were collected from the Portland Bureau of Police for the years 1998 to 2002. The location
and date of each reported crime was collected, and those data were geocoded and aggre-
gated to the census block group level. Frequencies of crime for each category were aver-
aged over the 5 years in the study period to control for anomalous years when there may
have been an unexplained spike or fall in crime rates. The log of violent crime rates is used
as the dependent variable in both the OLS and GWR models.

The spatial distribution of violence rates is shown in Figure 1.1 The highest rates are
clustered in the downtown area and along the northern edge of the city. In addition, there
are pockets of high rates on the eastern side of the city. The map of violence rates in Figure 1
also shows some key elements in the geography of Portland. Namely, there are several main
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highways, the Willamette River, and a light-rail system that serve to divide the city into five
distinct sectors (northwest, west, south, east, and north). The city’s downtown is located on
the western banks of the Willamette River and encircled by Interstate Highways 5 and 405.
A light-rail system generally follows Interstate Highway 84, cutting west-east across the
center of the city. Higher levels of violence appear to flank the interstate highways through-
out the city, even through areas that are highly affluent, such as the southwestern tip of the
city, where higher violence levels are clustered along Interstate 5.

Based on the 2000 census and the theoretical framework, several structural measures were
examined for use in the regression modeling at the block group level. A measure of disad-
vantage used here was proposed by Massey (2001) in his discussion of the growing economic
segregation of both poor and affluent families. Sociologists have recently turned more atten-
tion to concentrated affluence, investigating the idea that affluence is more significant than
simply being “not disadvantaged.” Instead, much as Wilson (1987) argued that living in a dis-
advantaged neighborhood compounded the effects of disadvantage, living in affluent neigh-
borhoods can compound the effects of affluence (Brooks-Gunn, Duncan, Kato, & Sealand,
1993; Massey, 1996). Affluent neighborhoods may produce protective characteristics based
on access to and mobilization of various resources (Morenoff, Sampson, & Raudenbush,
2001). Massey’s (2001) essay on the neighborhood effects literature suggested that concen-
trated disadvantage and affluence represent two ends of a continuum and thus are highly
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Average Violence Rates per 100,000 Persons by Block Group,
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(negatively) correlated and should not be included in statistical models as separate measures.
To accommodate this, he proposed the Index of Concentration at the Extremes (ICE), calcu-
lated as the number of affluent families minus the number of poor families, divided by the
total number of families. For this research, affluence is defined as families with incomes
greater than $50,000, the median income level in Portland, and poor is defined as families
with incomes less than $15,000, an approximate poverty threshold. The use of $50,000 as the
lower bound of the affluence measure follows the previous research of Morenoff and col-
leagues (2001) and is similar to the threshold used by Kubrin and Stewart (2006) in their work
on recidivism in Multnomah County, Oregon. The index has a theoretical range of –1 to 1,
where –1 identifies areas where all families are poor and 1 identifies areas where all families
are affluent. A 0 value identifies areas with an equal share of poor and affluent families.

Other measures of the level of social control, or guardianship, in an area are residential
stability, racial heterogeneity, proportion of single-person households, and level of family
disruption (Wilcox et al., 2003). Stability is measured as the percentage of residents who
lived in the same residence in 1995. The heterogeneity index used here “takes into account
both the relative size and number of groups in the population” (Sampson & Groves, 1989,
p. 784) and is equal to 1 – Σpi

2, where pi is the proportion of each racial group in the pop-
ulation. The index has a theoretical range of 0 to 1, where 1 indicates maximum hetero-
geneity. In practice, however, the upper limit of the index is equal to 1 – 1/n, where n is the
number of racial groups. For this research, seven racial groups defined by the U.S. census
are included, and the practical upper limit of the index is 0.86. Family disruption (or lack
thereof) is measured by the proportion of married families in the area.

Other structural measures suggested by the opportunity framework indirectly measure the
availability of targets and offenders. These are population density (persons per square kilo-
meter), a land-use measure that indicates the percentage of land put toward commercial or
multiple uses (i.e., residential and commercial), and a dummy variable that indicates whether
there is a light-rail stop in the area. These measures are postulated to influence the number
of motivated offenders in an area: Population density increases the number of potential
offenders, commercial or multiple use areas increase the number of visitors to an area, and
the existence of a light-rail stop in the area can mean that the area is more easily accessible
and has more visitors. It should be noted, however, that population density can be differently
interpreted within the same theoretical framework; it can be understood to increase the number
of guardians in an area and thus have a negative relationship with crime rates. The evidence
in the literature regarding population density has been mixed, but the variable included here
as GWR will be applied in an exploratory manner, allowing a more thorough examination
of the relationship between density and violent crime.

Descriptive statistics for the violence and structural measures are shown in Table 1.

A Global Model of Violence in Portland

A multivariate model was developed to estimate average levels of violence in Portland
during the 1998 to 2002 period. The model was developed at the block group level using
OLS regression. The model is considered to be global as one parameter is estimated for
each variable included in the model. The relationships between predictor variables and the

 at University of North Carolina at Chapel Hill on May 12, 2011ssc.sagepub.comDownloaded from 

http://ssc.sagepub.com/


violence measure are assumed to be the same at all locations within Portland. The results
of the model are shown in Table 2. The table includes both unstandardized and standard-
ized parameter estimates and collinearity statistics. Table 2 shows that 5 of 8 parameter esti-
mates are significant, and all but one estimate are in the expected direction. Two measures
of guardianship—heterogeneity and single-person households—were positively related to
violence rates. These measures are hypothesized to foster violent crime by impeding a
neighborhood’s ability to mobilize resources for addressing crime problems and to develop
social control. Two other guardianship measures, residential stability and percentage of
married families, were negatively related to crime rates as they indicate areas where resi-
dents might be more invested in their neighborhood and more able to mobilize resources.
These relationships are all as expected given an opportunity framework, ceteris paribus.
The measure of concentrated affluence, ICE, was positively related to crime, indicating that
areas with higher affluence have higher levels of violence. This result is highly unusual, and
it is not clear why it occurred. The ramifications of this finding, however, are important as
they indicate that, in Portland, areas with higher levels of affluence are experiencing high
levels of violence. This finding is opposite to what is predicted by opportunity theory. The
results of the GWR analysis will be used to explore this finding and explain why this result
was obtained, helping to identify whether certain areas with a positive relationship between
ICE and violent crime are influencing the global model.

The parameter estimate for population density in this model was significantly negative,
in line with the interpretation of population density as a measure of guardianship. The coef-
ficients for the multiple land use and light-rail stop measures were both significantly posi-
tive, supporting both as a measures of increased targets and offenders.

The results of the global model are encouraging, and the model explained 36% of the
variance in violence rates, a result generally on par with criminal justice studies. However,
this relatively low level of explanatory power is an indication that the global model may not
be properly specified; GWR allows an opportunity to increase the explanatory power of the
model by incorporating important spatial relationships. The variance inflation factors (VIFs)
indicate that collinearity among the coefficients is low. Although the results of the model
are promising, more than 60% of the variance in the violence measure is unexplained.
There are several reasons for this level of unexplained variance. Some obvious determinants
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Table 1
Descriptive Statistics for Violence and Structural Measures

Minimum Maximum M SD

Violence rate 0.00 26,394.16 1,093.78 1,708.97
Heterogeneity index 0.06 0.74 0.34 0.16
ICE –0.54 1.00 0.38 0.25
Married families 26.53 100.00 74.10 14.96
Multiple land use 0.00 86.00 12.60 15.57
Population density 0.03 11.13 2.71 1.37
Residential stability 5.84 79.34 46.13 13.15
Single-person households 8.33 91.66 32.02 14.10

Note: N = 448. ICE = index of concentration at the extremes.
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of violence that are missing from this model could improve the results. Specifically, the
measures employed here may be too indirect and may not provide the best measures of tar-
gets, offenders, and guardians. Individual data collected from residents, whether averaged
and included in an aggregate form or incorporated into a multilevel model, would improve
measures of routine activities of residents and available targets, for instance, and better cap-
ture their effect on the three main elements of criminal opportunity. Furthermore, it is likely
that local variations in the relationships between the predictor variables and the violence
measures do exist, and failing to include this variation can reduce the explanatory power of
the model. The effects of either type of misspecification (failing to include appropriate pre-
dictors in the model or failing to model spatial patterns) are compounded by the fact that
the global OLS model is masking any variations in relationships between the independent
and dependent variables. In any case, GWR can be utilized in an exploratory manner to
examine the model’s performance over space and speculate on possible improvements,
whether those are including other measures in a global model or deciding that an explicitly
spatial model is more appropriate.

GWR

One of the problems with estimating global regression models for spatial data is that
variations over space that might exist in the data are suppressed. In the example given
above, the relationship between a violence measure and violence predictors is assumed to
be equal at every point in the study area, Portland. To explore whether this is an accurate
representation of violence in the study area, a GWR model is useful. The starting point for
development of a GWR model is the basic linear regression model,

yi = a0 + Σkβkxik + εi

Table 2
Ordinary Least Squares Regression Model, Log of Violent Crime Rate

Parameter Estimates

Unstandardized Standardized t VIF

Intercept 6.81 — 10.21 —
Heterogeneity index 4.03 0.38 7.31 1.86
ICE 0.78 0.12 2.23 1.95
Light-rail stop 0.40 0.06 1.52 1.26
Married families –0.03 –0.24 –4.84 1.72
Multiple land use 0.02 0.21 4.12 1.83
Population density –0.10 –0.08 –1.97 1.28
Residential stability –0.01 –0.08 –1.42 2.17
Single-person households 0.01 0.07 1.18 2.20

Adj. R2 .361
SE of the estimate 1.332

Note: VIF = variance inflation factor; ICE = index of concentration at the extremes.
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Calibration of the model in Equation 1 results in one parameter estimate for each variable
included. A variation of the traditional linear regression model shown in Equation 1 was
developed by Brunsdon, Fotheringham, and Charlton (1996), called GWR. Instead of esti-
mating one parameter for each independent variable, GWR estimates local parameters. A
parameter is estimated for each data location in the study area. The GWR model is thus
expressed as,

yi = a0i + Σkβk ixik + εi

where βki is the value of βk at point i (Brunsdon et al., 1996; Fotheringham, Brunsdon, &
Charlton, 2002; Fotheringham et al., 2001). For the present study, then, for each variable in
the model, a parameter is estimated for each block group in Portland. GWR thus allows a
“continuous surface of parameter values” (Fotheringham et al., 2001, p. 52) that can be
mapped for visual inspection.

In a GWR model, parameters are estimated using a weighting function based on distance
so that locations closest to the estimation point have more influence on the estimate. The
GWR parameter estimates are solved using the following equation, given in matrix form,

b̂i = (XTWiX)−1 XTWiy

where bi
ˆ is the estimate of bi, the location-specific parameter, and Wi is an n by n spatial

weighting matrix “whose off-diagonal elements are zero and whose diagonal elements
denote the geographical weighting of observed data for point i” (Fotheringham et al., 2001,
p. 52), as shown below,

Wi1 0 0 … 0
0 Wi2 0 … 0

Wi = 0 0 Wi3
… 0

. . . … 0
0 0 0 … Win

In the spatial weighting matrix, win is a weight of the data in block group n for estimation of
the model around point i; for the present study, the point of estimation is each block group
centroid. The weights can be calculated using a variety of methods; for this research, a
Gaussian weighting function is employed. According to this weighting scheme, the weight,
or influence, of other data on point i decreases with increased distance from point i. The
decreasing weight follows a Gaussian curve. The use of a continuous weighting function such
as this dictates that locations closest to the point of estimation are more strongly weighted in
the calibration of the model. The weighting function employed here takes the form,

where dij is the Euclidean distance between a block group i, where the model is being
calibrated, and another data point j, which in this case is another block group, and h “is a

W
d

hij
ij=

⎛

⎝
⎜

⎞

⎠
⎟exp

2

2
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bandwidth that affects the distance-decay of the weighting function” (Fotheringham et al.,
2001, p. 52). Although previous work with GWR has shown that the use of different con-
tinuous weighting functions does not have much influence on the model (Fotheringham et
al., 2001; Fotheringham et al., 2002), selection of the bandwidth can significantly affect the
model calibration. If the bandwidth is too large, the spatial variation will be low and the
model at each point will tend toward the global model. If the bandwidth is too small, the
number of data points used in estimation may become too low and result in instability in
the parameter estimates. Here, the optimal bandwidth is determined through an iterative
process to minimize the Akaike information criterion. For a more complete description of
bandwidth calibration, see Brunsdon et al. (1996) and Fotheringham et al. (2002).

The local regression model for this study was calibrated using GWR software developed
by Fotheringham, Brunsdon, and Charlton (2003). Along with providing the parameter esti-
mates, R2 values, and t-statistics for each parameter at each data point (block group cen-
troid), the software performs a Monte-Carlo test for assessing the spatial variation in the
relationships between the violence measure and explanatory measures. The test is an itera-
tive process that involves randomly rearranging the data to different locations, recalculat-
ing parameter estimates and variances, and comparing those variances with the original
model’s variance (where the data were in the correct location). The result is a p value for
each parameter that indicates whether significant spatial variation in the relationship
between that parameter and the violence measure exists. There are other tests for spatial
variation, but the Monte-Carlo process provides the most robust results. This type of test is
important for determining whether a local regression model is indeed appropriate.

A Local Model of Violence in Portland

In the context of the present study, the application of GWR is warranted for several reasons.
The OLS model, although promising, left more than 60% of the variance in the violence
measure unexplained. Furthermore, one parameter estimate (ICE) had a counterintuitive
direction. GWR offers an avenue of spatial data exploration in a regression-modeling
framework. GWR also allows a speculation on whether the relationships between violence
and the criminal opportunity measures are inherently spatial and can only be accurately
modeled if space is explicitly accounted for, indicating directions for future work model-
ing crime in Portland and, more generally, modeling violent crime in urban areas.

The same independent and dependent variables used in the above OLS model were used
to develop a GWR model. The optimal bandwidth was found to be 2.28 kilometers. This
bandwidth distance is very similar to the optimal bandwidth found in Malczewski and
Poetz’s (2005) study of burglary using GWR. Together, these results support the idea that
crime is a local occurrence and that local contexts should be considered in studies of crime,
in line with routine activity theory’s postulate that crime is a function of the daily activities
of individuals.

The results indicate that the GWR model represents a statistically significant improve-
ment over the global model at the .01 level. Where the global R2 was .361, the average local
R2 produced by the GWR model was .86, representing a large improvement in explained
variance. The Monte-Carlo tests for significant spatial variation provide evidence for the impor-
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tance of exploring spatiality in statistical models. The tests revealed that the relationships
between the violence measure and 4 of the 8 independent measures display significant vari-
ation at the 5% level across the city of Portland. Those measures include the heterogeneity
index, ICE, population density, and single-person households. Although the resulting set of
parameter estimates for each variable can be mapped for visual inspection, perhaps more
important are the patterns of t-values for the parameter estimates, revealing which areas
have statistically significant estimates. Maps of t-values for the four statistically significant
variables are provided in Figures 2 to 5. For all four maps, lighter colors indicate areas of
statistically significant negative values, whereas darker colors indicate areas of statistically
significant positive values.

First, the map of t-values for the heterogeneity index, shown in Figure 2, loosely follows
the pattern of actual values for this parameter. There are few negative parameter estimates,
lending support to the OLS model that provided a positive estimate for racial heterogeneity.
The lowest 25% of values of the heterogeneity index actually have the highest parameter
estimates; 17% of the estimates for the lowest 25% of heterogeneity values are greater than
the global estimate. The variable appears to have the greatest positive influence on the
model where heterogeneity is lowest.

The measure of disadvantage, ICE, had a positive parameter estimate in the OLS model,
a counterintuitive result that was difficult to explain in the opportunity framework. The map
of t-values for the measure, shown in Figure 3, reveals that the highly significant positive
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Figure 2
t-Values for Heterogeneity Index Parameter Estimates

 at University of North Carolina at Chapel Hill on May 12, 2011ssc.sagepub.comDownloaded from 

http://ssc.sagepub.com/


184 Social Science Computer Review

Figure 3
t-Values for Index of Concentration at the Extremes Parameter Estimates

Figure 4
t-Values for Population Density Parameter Estimates
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values are mainly clustered in the southwest corner of the city, with some highly significant
positive values on the eastern edge of the city. These are some of the most affluent areas of
the city. Clusters of significant negative values are located in the center of town, and there
are actually more block groups with significantly negative values than block groups with
positive values; only 10% of the cases have significantly positive parameter estimates, whereas
30% have significantly negative parameter estimates. The 10% with significantly positive
estimates have an average violence rate only slightly higher than the overall mean violence
rate. The absolute values of the parameter estimates are much larger on the positive side,
with the upper 9% of cases having a larger absolute value than the largest negative value. In
addition, of those block groups in the upper 25% of ICE values, 20% had values in the upper
25% of parameter estimate values. High ICE values in many cases correspond with large
positive coefficients for the ICE measure. The results also suggest that the global model may
not capture some other relationship that could help explain the lack of correspondence
between parameter estimates and concentrated affluence. A few extreme cases may be
affecting the results of the global model, or the ICE measure may behave differently in rela-
tion to crime in different areas. It appears, however, that, overall, the theorized negative rela-
tionship between affluence and violence holds and that some extremely affluent areas of
Portland have violence rates higher than expected but about average compared to the rest of
the city. These affluent areas are likely affecting the results of the global model; these results
highlight the importance of considering local relationships in crime studies.

Conflicting evidence exists regarding the relationship between population density and
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Figure 5
t-Values for Single-Member Household Parameter Estimates
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crime. In the global model, the measure had significantly negative parameter estimate, but
the GWR results indicate that the parameter estimates do vary significantly across space.
Figure 4 reveals that most significant estimates are negative, with a large cluster of these
cases dominating the center of town. Less than 5% of the block groups have a significantly
positive parameter estimate; the population density in these block groups is below the city-
wide average and violence rates are in the lowest 15% of all block groups citywide. The
results indicate that although spatial variation of the parameter estimates may be signifi-
cant, the vast majority of cases support the findings in the global model of an inverse rela-
tionship between population density and violence rates.

The pattern of significant parameter estimates for single-person households (Figure 5)
generally follows the pattern of actual values for that measure. The single-person-household
parameter estimates are grouped into distinct clusters of positive and negative values.
Estimates are positive in the downtown area, where the actual values for the variable are
highest. Estimates are negative in the southwest corner of the city, a residential and affluent
area where the average violence rate and average number of single-member households are
lower than the citywide averages. This supports the finding in the OLS model that single-
person households serve to increase the number of targets and reduce guardianship, therefore
contributing to higher levels of crime.

The GWR results for the most part supported the results of the OLS model, even while
providing more insight into structural influences on violence in Portland. Table 3 provides
the mean parameter estimate values for each measure to allow some comparison between
the global and local models; all average estimates in the local GWR model have the same
sign as their counterparts in the global model. The GWR results did, however, identify at
least one measure, ICE, that should be more closely investigated in an attempt to determine
why the patterns of actual values and parameter estimates do not coincide. The t-value
maps also allowed visual inspection of areas where specific measures have a strong influence
in the model (where the estimates are largest, or absolute values are highest). In addition,
the t-value maps maps allowed local variations not captured by the OLS model to be iden-
tified. In several instances, both positive and negative values were estimated for a single

Table 3
Descriptive Statistics for Parameter Estimates in

Geographically Weighted Regression Model

M SD

(Intercept) 6.41 2.64
Heterogeneity index 2.64 3.03
ICE 0.13 3.51
Light-rail stop 0.26 0.82
Married families –0.01 0.02
Multiple land use 0.02 0.02
Population density –0.17 0.31
Residential stability –0.01 0.04
Single-person households 0.01 0.03

Note: N = 448. ICE = index of concentration at the extremes.
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measure. This highlights the importance of considering local context when modeling urban
violence. The spatial significance tests provided further support for the application of GWR
modeling when studying crime.

GWR Clusters

The exploratory utility of GWR parameters can be extended by clustering together loca-
tions with similar parameter values for all variables (i.e., where whole models of violence
are similar). This synthesizes the often huge amount of output created by the GWR model
and aids interpretation of multiple parameter estimate maps. In the present study, a hierar-
chical clustering method was applied to the block groups based on the eight parameter esti-
mates and the intercept. Experimentation with a range of clusters (between 4 and 9)
revealed that the optimal choice in terms of number of clusters was 6. When producing 5
or fewer clusters, a large cluster with more than 90% of the block groups was extracted.
With more than 6 clusters, however, block groups were still not divided into evenly sized
groups. With six clusters, the data clustered into four relatively small groups and two large
groups that dominate the center and eastern parts of the city. Even when extracting a larger
number of clusters from the data, this large group remained, whereas other groups were
split into even smaller groups. To characterize each cluster group, descriptive statistics for
actual variable values—to describe each area’s structural characteristics—and parameter
estimates—to characterize the model of violent crime in each area—are provided in Table
4. Although significance tests are not appropriate for parameter estimates reported this way,
the average values are useful for describing models in different parts of the city and can be
compared to a reference model—the global OLS model. The table also provides informa-
tion on the different components of violence to examine whether different types of violence
are dominant in different areas. Each of the six clusters was named based on the average
violence and structural measures to facilitate the discussion of cluster characteristics. Also
included in the table is the number of block groups in each cluster (n). Together, the struc-
tural characteristics and violent crime models allow an investigation of like areas in the
city and an exploration of areas where the relationship between violence and structural
measures is similar.

The six clusters, shown in Figure 6, are fairly geographically coherent, even though lat-
itude and longitude variables were not included in the clustering calculations. Discriminant
analysis confirmed that, overall, approximately 65% of the cluster members were correctly
identified based on their location; that is, 65% of the members in all clusters were geo-
graphically near other members of the same cluster. By group, 65% of the members in the
largest two groups, termed Midtown–High Violence and Downtown and I-205, were accu-
rately assigned based on location, whereas only 40% of the members in the group termed
Transitions were accurately assigned based on location.

The largest cluster, with 294 block groups, Midtown–High Violence, dominates the city
east of the Willamette River, with a scattering of block groups west of the Willamette. This
cluster has a very high overall violence rate. Recalling the geographic pattern of violence
rates shown in Figure 1, Midtown–High Violence contains most of the high-violence areas,
but the average violence measure is slightly muted because the group is so large and also
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contains block groups with little violence. Because it is so large, the Midtown–High
Violence cluster appears to be the average group, with midrange values on the structural
measures. The second largest cluster with 121 block groups, Downtown and I-205, has the
highest average violence rate. The cluster is not geographically coherent and is made up of
small pockets of block groups across the city. The cluster captures all of Portland’s down-
town, where violence levels are the highest in the city, and also captures a section of block
groups in the eastern half of the city along the Interstate 205 corridor. Recalling the pattern
of violence rates shown in Figure 1, this Interstate 205 area has higher-than-average vio-
lence rates. In addition to having high levels of violence, the Downtown and I-205 cluster
contains areas with the highest levels of concentrated poverty, racial heterogeneity, multi-
ple land uses, and population densities, combined with low residential stability. The
Downtown and I-205 cluster supports the postulates of opportunity theory in that higher
levels of violence are found in areas with lower levels of guardianship, higher levels of tar-
gets and offenders, and higher levels of disadvantage.

In terms of the violence model, some of the smallest parameter estimates are found in
the Midtown–High Violence and Downtown and I-205 clusters. One interesting finding is
that these two clusters have negative values on the ICE measure; this finding reiterates the
finding described above that the ICE parameter estimates are actually in the expected neg-
ative direction for most of the block groups. A small number of extremely affluent block
groups, those grouped into the other four clusters, are influencing the performance of the
ICE measure in the global model. The average models for the Midtown–High Violence and
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Downtown and I-205 clusters reveal that, in general, the violence model is less sensitive to
changes in structural measures where theory indicates that violence should be higher, that
is, where poverty, densities, multiple land use, and heterogeneities are average to above
average and stability, married families, and affluence are below average.

The rest of the city is divided into other small low-violence groups. Two small clusters
in the southwestern tip of the city, Affluence–Low Violence and Residential–Low Violence,
have the lowest average violence rates. These are more affluent areas of the city and expe-
rience very low violence rates, as shown in Figure 1. The area is also not divided by any
major highways, which are characterized by higher levels of violence in Portland. These
two highly affluent clusters have some of the largest average parameter estimates, espe-
cially for the heterogeneity index and the ICE measure; the parameter estimates on the ICE
measure are also positive. This result indicates that in these areas small changes in racial
heterogeneity or in levels of affluence have a greater effect on the level of crime than in the
two largest, high-violence clusters. Again, the characteristics of these clusters support
opportunity theory in that they have low levels of violence, fewer indications of targets and
offenders, and more indications of guardianship, including affluence.

The cluster termed Border families is split into three parts in the southwestern, northwest-
ern, and eastern parts of the city, characterized by average violence rates with a high number
of married families. The cluster termed Transitions geographically and structurally separates
the two high-violence clusters from the three low to average violence clusters. The Transitions
cluster experiences average levels of violence, affluence, density, and racial heterogeneity.
This pattern of clustering, with several small clusters of low to average violence levels, may
be masking some of the variation of violence across the city, but because the clusters were
created on the parameter values, the grouping indicates that in the lower violence areas of
Portland, violence levels similarly respond to changes in structural characteristics.

Another noteworthy result is that the signs for 5 of the 8 average parameter estimates are
both positive and negative across clusters. That is, one cluster may have a negative value
for a specific coefficient, whereas another cluster has a positive value for the same coeffi-
cient. The heterogeneity index and multiple land use terms are consistently positive across
clusters, and the residential stability term is consistently negative across all clusters. In
most cases, however, the range of means across clusters is small, and the switch from neg-
ative to positive values represents a very small change in absolute value. Also noteworthy
is the number of average parameters that are close to zero; the multiple land use, married
families, residential stability, and single-person household terms all display both very low
average parameter estimates and very low ranges of values. This indicates that although sta-
tistically significant, these measures have a small affect on violence levels relative to the
other structural measures in the model. The average parameter values allowed a considera-
tion of groups with similar values on all the parameters, highlighting some of the main dif-
ferences in structural measures and violence across the city of Portland.

Discussion

The application of GWR to a model of violence rates and its comparison to an OLS base
model has yielded several striking results. Theoretically, the OLS model, although not as robust
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as hoped, did provide support for the criminal opportunity theory. Five of the 8 measures
of the elements of opportunity—targets, offenders, and guardians—were significant, and 7
were in the expected direction. The ICE measure was the only variable with a counterintu-
itive result—a positive coefficient. The GWR results, however, provided insight to the
model and revealed that most areas did indeed have a negative parameter estimate; areas
with positive estimates tended to have extremely high levels of affluence. A smaller number
of areas were affluent with a positive parameter estimate; 20% of block groups in the upper
quartile of ICE values also had values in the upper quartile of parameter estimate values. High
ICE values in many cases correspond with large positive coefficients for the ICE measure.
One approach to further exploring this issue is to recalculate the ICE measure for all block
groups using a higher income value to indicate affluence. Previous researchers have used
family incomes of or close to $50,000 as the affluence threshold (Kubrin & Stewart, 2006;
Morenoff et al., 2001); however, using only the top quartile—$75,000 and higher—might
be a more accurate representation of affluence in Portland. Although the ICE result is still
not completely explained, the OLS model masked important variation in the parameter, and
the GWR results allowed some speculation as to the reason behind the counterintuitive
result. The GWR results allow the researcher to focus an investigation on those areas where
the model is not performing as expected.

Other GWR results for the most part strengthened the OLS findings. However, the spa-
tial significance tests revealed that 4 of 8 parameters demonstrated significant variation
over space; that is, the relationship between those parameters and the violence measure var-
ied across the study area. One way to statistically model this result is to develop a mixed
model where some parameters are allowed to vary over space and are estimated using the
GWR methods described above, whereas other parameters in the model are fixed. The fixed
parameters would have only one estimate, a global estimate that assumed the relationship
between that measure and violence to be equal across space. This type of model would also
allow dummy location variables, such as a “west of the Willamette River” variable, that
may help explain some of the ICE-violence relationship to be included in the model with-
out creating uninterpretable results.

The hierarchical clustering exercise resulted in six geographically coherent groups with
similar overall models based on the GWR parameter estimates. The average values for each
parameter within each group showed that the largest (positive or negative) parameter esti-
mates were found in the Affluence–Low Violence and Residential–Low Violence clusters,
where the average violence rates were the lowest of the six clusters. Smaller average para-
meter estimates (positive or negative) clustered in the Midtown–High Violence and
Downtown and I-205 clusters, which surprisingly had the highest overall violence rates.

Although in support of opportunity theory, the OLS model was not as robust as was
hoped, explaining only 36% of the variance in Portland’s violent crime rates. The results,
especially those for the ICE and heterogeneity variables, indicate that measures not
included in the above models could improve the performance of both models. These mea-
sures were included as proxies for control or guardianship, and thus reconsidering the mea-
sures of guardianship employed in the present study could afford a stronger model. In
addition, several of the measures, although significant, had very low parameter estimates,
especially single-person households, married families, and population density. These
guardianship measures might be too indirect, and the model might be improved with more
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direct measures of control. Introducing alternate or additional measures of opportunity may
also improve the model. Specifically, opportunity theory draws from routine activity the-
ory; a measure of individual behavior that better captures aggregate routine activities in
each area would likely improve the model.

Conclusion

Generally, the results support the application of GWR in this context as the results pro-
vided insight into the spatial patterns of parameter relationships. The GWR modeling exer-
cise thus demonstrated the efficacy of this method for descriptive purposes—for exploring
spatial relationships between predictor variables and the dependent variable. In addition,
the spatial significance Monte-Carlo tests strengthened the argument for at least consider-
ing space in studies of violence, if not explicitly including it; here, most of the variables did
indeed have locally varying relationships with the violence measure.

GWR can be useful in different types of crime studies. Here, applied in a test of oppor-
tunity theory, the exploration of space can help account for differences between communi-
ties not captured by standard measures and thus explain causes of crime in different areas.
GWR can also be particularly useful in policy studies. Different interventions for crime
reduction or prevention may be appropriate in different areas; local attitudes toward types
of interventions can vary across an urban area and affect the success of an intervention.
Alternatively, GWR can be used to evaluate the success of an intervention already in place
by determining areas where the intervention was more successful and why. The method is
thus applicable in a range of contexts within the field of criminology.

Note

1. All figures referenced in the text are available in color at http://meagan.cahill.googlepages .com/sscorefigures.
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